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Abstract. At times choosing a product can be a difficult task due
to the fact that customers need to consider many features before they
can reach a decision. Interactive question answering (IQA) systems can
help customers in this process, by answering questions about products
and initiating a dialogue with the customer when their needs are not
clearly defined. For this purpose we propose a corpus-based method for
weighting the importance of product features depending on how likely
they are to be of interest for a user. By using this method, we hope
that users can select the desired product in an optimal way. For the
experiments a corpus of user reviews is used, the assumption being
that the features mentioned in a review are probably more important
for a person who is likely to purchase a product. In an attempt to
improve the method, a sentiment classification system is also employed in
order to distinguish between features mentioned in positive and negative
contexts. Evaluation shows that the ranking method which incorporates
this information is one of the best performing ones.

1 Introduction

Every day millions of people are confronted with a task of choosing a new
product. Given how fast the technology is progressing, it is becoming more and
more difficult to make this choice without any additional help. Some prefer using
face-to-face communication with shop assistants, but what if this option is not
available or you prefer online shopping? Interactive question answering (IQA)
systems can assist customers in this process by providing answers to the questions
about products and initiating a dialogue with the customers when their needs
are not clearly defined. This is particularly relevant when a product has many
features that need to be considered before buying it.

The use of an IQA system should facilitate the process of choosing a product
and make it more efficient. However, in order to achieve this goal, the system
should know which features are more important for the users and as a result
should be given a priority in the decision process. Therefore it is essential to find
some ranking methods to assist the navigation of the available features.



This paper proposes a corpus-based method for weighting the importance of
product features using a corpus of reviews. Our assumption is that these texts
will contain references to product features and, because they are reviews, they
will focus on the features that are more likely to determine the purchase of the
product. We test our method in the domain of mobile phones, however we believe
that it can be employed to other domains describing products.

The remainder of the paper is structured as follows: The next section (Section
2) discusses the related work in the field. Section 3 presents the description of
the experiment including its justification and ranking methods developed. The
evaluation of the system, including the gold standard, evaluation metrics used
and error analysis is presented in Section 4. The paper finishes with conclusions
and directions for future work (Section 5).

2 Related Work

This paper addresses the problem of content management for interactive question
answering systems which is related to dialogue managers which are part of
dialogue systems. However, to the best of our knowledge there is no research
similar to the one carried out in this paper. In addition, the novelty of our
approach also comes from the fact that it lies at the intersection of several NLP
fields such as information extraction, IQA and sentiment analysis. However, work
in information extraction, sentiment analysis and interactive question answering
can be considered as the most relevant to our research and is briefly presented
next.

There are a number of projects focusing on feature extraction for sentiment
analysis. The system described in [3] extracts opinion summary about products,
but instead of getting the opinion about the product in general, the proposed
method tries to produce an opinion summary about separate features. For this
purpose, they mine product features discussed by the customers and rate each
opinion as positive or negative. Later this information is used to produce feature-
based summaries about the products. Authors of [7] aim at solving a similar
problem but use multiple specifications of a product for further clustering and
extracting of product features. It is also done in order to produce summaries
describing the products. Opine [8] is an example of an unsupervised information-
extraction system which mines reviews in order to build a model of important
product features, their evaluation by reviewers, and their relative quality across
products.

Different approaches were developed to address the problem of feature
extraction - unsupervised [10] and semi-supervised methods [15], as well as
topic modeling [16]. Some researches tried to build specialized domain ontologies
manually in order to get better quality resources, but we are aware of only one
ontology describing mobile phones [4].

Our research differs from the aforementioned works, because we do not
focus on extracting features of the phone from the reviews. Instead, we are
more interested in ranking already acquired lists of features using the available



customer reviews. In this respect and keeping in mind the goal of our research,
it is worth mentioning work previously done in the field of IQA.

Even though we are also not aware of applications in the field of IQA similar
to our research, there are several IQA systems that address the problem of
effective information management which can be considered relevant to work in
question. These systems attempt to help users choose products and rely on
constraint-based approaches ([9], [14], [11]).

The system developed by Yan Qu and Nancy Green [9] focuses on providing
airline flight information. After the user fills in all the constraints, the system
submits a query to the database and if the request was over-constrained, ways
to relax the constraints are suggested. In contrast to our method, they do not
employ any initial ranking of the constraints in order to set priorities for the use
of some constraints.

The approach developed by [14] is used in several systems dealing with
restaurant selection, MP3 player operation and navigation tasks. Their aim is
to find efficient ways of managing a dialogue and providing a sufficient amount
of information to users so that they are neither overwhelmed with too much
information, nor left uncertain about some details. Their goal is to choose a
single item out of a larger set of items, which is similar to the task we are
dealing with. They focus on content optimization where dialogue strategies for
dealing with query results are used. Rules governing dialogue steps based on
the amount of results are manually constructed and thresholds are predefined.
Even though the task is similar to choosing a product (a task we are addressing
in this paper), they do not give priority to any of the features and use only
quantitative information to make a decision about constraint relaxation and
further suggestions. However, in this approach an ontology describing the data
and the constraints is used, but constraints do not have any internal ranking.

The research in [11] is similar to [14], however they use predefined rules
and simulate interactions with the user in order to further use this information
for learning the best policies. They study the domain of in-car and in-home
applications and provide examples of dialogues for choosing a song for a playlist.
They handle the situations of under-constrained or over-constrained requests and
learn ways to deal with them. However, the paper does not mention anything
about the usage of an initial ranking of the constraints which we believe can
help in the task of IQA.

The systems described above focus on the interaction in terms of the
constraint-based systems, however none of them tries to rank the constraints
or propose methods to make search for information more optimal in this way.
In all the cases, either hand crafted or learnt policies are used to decide which
dialogue move to take next. These systems try to act according the number of
results they get, and on the basis of this information they attempt to relax the
request or ask for additional constraints. We are more interested in suggesting
new constraints to the customer and would like to select those that will help
the user to choose a product in the quickest time. However, this aspect of the
problem is not discussed in these research works.



3 Experiment

Given that our aim is to optimise the process of selecting a product on the basis
of its features using an IQA approach, we evaluated several methods for ranking
features. These methods are presented in this section and evaluated in Section
4. We start this section by providing a justification for the experiment carried
out here.

3.1 Justification of the experiment

One way to identify the importance a feature plays in choosing a product is
to collect and analyse a large number of interactions between a human and
a sales assistant or a computer. This information can be used to learn the
appropriate ranking of the features. However, this approach is labour intensive
and time consuming, which makes it very expensive especially because it is
domain dependent. As a result of the domain dependency, information gathering
needs to be repeated every time a system is adapted for a new domain. For this
reason, we propose a method which relies on user reviews to determine this
ranking.

The underlying assumption of this method is that the most important
features will also be mentioned frequently in the user reviews. Therefore, we
believe it is possible to propose several weighting schemes which take a corpus
of reviews and produce the ranking. Given that these reviews contain a large
number of opinionated sentences, NLP techniques are being used to differentiate
between positive and negative sentences. This is done in order to identify whether
certain types of sentence (e.g. positive) are more likely to contain the necessary
information to rank the features correctly.

3.2 Ranking methods

We developed several methods for the ranking of product features on the basis
of their occurrence in our corpus. In this paper we use features of mobile phones,
but the method can be adapted to any other products.

To carry out the experiments presented in this paper, we had to first identify
features that can be of interest for users and therefore need to be ranked. Manual
construction of such a list did not seem objective enough, and therefore we relied
on the infoboxes present in Wikipedia pages describing products of the type of
interest (i.e. in the case of this research pages describing mobile phones). The
infoboxes contain brief tabular information summarising the content of the page
and in the case of products quite often refer to the features of a product. For
example, infoboxes in pages about phones may contain the feature “camera” and
its corresponding value “5 megapixels”. By collecting these features, we built our
list to be ranked. The values corresponding to the features were also collected
as a way of identifying indirect references to the features in the text.



Ways to match features: Once we managed to collect the list of features, we
could investigate ways to rank them. It was decided to use NLP techniques to
find the best ranking algorithm in order to avoid spending a significant amount
of time and resources on collecting real customer interactions.

Given the fact that a feature can be expressed in several ways, we used several
methods for matching the features extracted from the Wikipedia infoboxes with
their occurrences in the texts. For all the ranking methods described in the next
subsection, three types of matching methods were used:

– surface-based (also referred to as strict match),
– fuzzy matching (e.g. battery life and lifespan),
– values for features (e.g. 5 megapixels and camera).

Surface matching implies a strict match between the string denoting a
feature from the Wikipedia infoboxes and a string in the corpus. This matching
technique does not allow any flexibility on how the feature is expressed in the
text. Therefore this type of matching brings some limitations, as language is
ambiguous and there are many ways to express the same thing using different
surface representations. For this reason, we also implemented a fuzzy matching
method which takes into consideration not only the surface form, but also
considers synonyms extracted from WordNet [2] and manually compiled lists.
Several of the problems identified with the first method were solved using fuzzy
matching and are discussed in Section 4.6. At the same time, fuzzy matching
introduces its own errors which are discussed in the same section.

Another way to improve the matching algorithms is to consider that a feature
occurs in a text not only when it is directly mentioned, but also when values
corresponding to a feature are used. Despite the appeal of this approach, there
are values which are multiword expressions, so a strict matching would give
a very low recall. For this reason, we used heuristics which consider a match
successful if at least 60% of the text denoting a value was found. This helped
us identify more information, but revealed the problem of overlapping features
which will be further discussed in Section 4.6.

Frequency-based ranking: The first method explored relies on the frequency
of a feature in our corpus of reviews in order to determine its importance.
The assumption here is that the more frequently a feature is mentioned, the
more important it is for the users. This approach was inspired by automatic
summarisation [5]. Therefore, we extract frequency of each particular feature
mentioned and use it as its score. For this purpose, all three different types of
matching mentioned in the previous subsection were used.

Opinion-based ranking: Given that we are dealing with a corpus of reviews,
we thought it could be beneficial to use the polarity of the sentences contained in
the reviews in the ranking process. For determining the polarity of a sentence, we
use a lexicon-based algorithm based on the SO-CAL algorithm [12]. This method
relies on a dictionary which contains words and their semantic orientation scores



related to the sentiment expressed. This semantic orientation ranges from -4 to
4, where -4 stands for a totally negative word and 4 for a totally positive word.
For our experiments we use the dictionary developed for the original method
[13].

In the above mentioned method, the polarity of a sentence is measured as
the sum of the semantic orientation present in the words. Those words and
their part-of-speech are checked in the dictionary and the semantic orientation
computed. Negation markers, modals and intensifiers change the polarity for the
next word. The sentence is labeled as positive or negative if the overall semantic
orientation is positive or negative. The sentences with score 0 are labeled as
being neutral.

We developed two ranking methods based on the identification of the opinion
in the text. The first of them takes into account only opinionated sentences
and ignores the neutral ones. The assumption here is that the authors of the
reviews will express opinions (positive or negative) about features which they
find important to them. Frequency-based ranking was applied to the sentences
that contain sentiment information. However, we should mention that we did
not attach opinions to the particular features and just identified them at the
sentence level.

Given that neutral sentences may contain information that could be useful for
the ranking, a weighted ranking method which relies on opinion information was
implemented. In this method, each occurrence of a feature in a neutral sentence
receives a score of only 0.5, whereas an occurrence in an opinionated sentence
gets a score of 1. In addition, two more experiments were run which considered
only the positive and negative sentences for computing the ranking.

The next section presents the results of the evaluation.

4 Evaluation

4.1 Corpus description

For the experiments reported in this paper we compiled a corpus of reviews
from the Epinions.com1 website. Our research focuses on the development of
an IQA system for mobile phones. For this reason, we collected reviews from
the category Cellular Phones on the 21st October 2011. Our corpus contains
3,392 reviews (114,708 sentences) organised into two labels: “yes” and “no”.
These labels reflect the user’s opinion about the product; whether the product is
recommended or not. We have 2,437 reviews with the label “yes” and 955 with
the label “no”, but at this stage we do not use the user’s opinion for the ranking.
The method used to collect the corpus ensures that the approach can be easily
applied to other domains.

1 http://www.epinions.com/



90 price
81 battery
57 operating system
52 phone style
42 manufacturer
31 size
29 standby time
29 GPS
25 connectivity
24 3g network speed
23 memory
22 network data connectivity
21 camera
21 talk time
20 weight
19 keyboard
19 main screen
19 touchpad
18 CPU
18 hardware platform

Table 1. The top 20 features together with their frequencies

4.2 Gold standard

For the evaluation purposes we conducted a separate experiment which was
aimed at constructing the gold standard. We wanted to use humans’ input to
rank the features they find most important when choosing a phone. For this
purpose, we developed a special drag-and-drop interface which allowed the users
to choose the most important features. No special guidelines were given to
participants except that they need to pick the 5 most important features for
them from a given list. The features were displayed in random order.

In order to prepare the initial list for ranking, we manually checked the
features collected from Wikipedia infoboxes and removed those that were difficult
to understand without further explanation. We also had to limit the number of
options we showed to a user, so that the interface stayed user-friendly and easy
to use. For this reason, after discussion between the authors of this paper, it was
decided to keep only 47 features we felt to be the most important. We collected
a total of 170 answers and used this information to get a weighted ranked list
of features by assigning to each feature a score that is equal to the number of
times a feature was selected. Table 1 shows the top 20 features together with
their frequencies.

4.3 Baseline

In order to evaluate how effective our ranking methods are, we implemented
two baselines. The first baseline considers the information from the infoboxes



and ranks a feature on the basis of how many Wikipedia articles about mobile
phones mention the feature and assigns it a value. The second baseline ranks a
feature on the basis of how many times it is mentioned in the Wikipedia articles
describing mobile phones. By using these baselines, we can see whether a corpus
of reviews is beneficial to us.

4.4 Evaluation metrics

Our evaluation was based on comparing several rankings to each other, so we
had to consider some formal metrics which will give us an objective number. We
decided to choose two metrics that are commonly used to measure the association
between two measured quantities.

The first one is the Kendall rank correlation coefficient and is commonly
referred to as Kendall’s tau coefficient [1]. It depends on the number of inversions
of pairs of objects which would be needed to transform one rank order into the
other [1]. Equation 1 describes the formula used for calculating Kendall rank
correlation coefficient.

τ =
Nc −Nd

1
2 ∗ n ∗ (n− 1)

(1)

where Nc is the number of concordant pairs, Nd is the number of discordant
pairs, whilst n is the total number of pairs. τ takes values between -1 and 1,
where -1 means that two rankings are the reverse of each other and 1 shows that
rankings are the same.

The second metric we used is Spearman’s rank correlation coefficient or
Spearman’s rho and is a non-parametric measure of statistical dependence
between two variables [6]. Spearman’s rank takes into account differences
between the ranks of each observation on the two variables and Equation 2
shows the way this metric can be calculated.

ρ =

∑
i (xi − x) ∗ (yi − y)√∑
i (xi − x)2 ∗ (yi − y)2

(2)

Similar to the Kendall’s tau, the Spearman’s rho values range from -1 to +1,
and the closer to +1 they are, the more similar the rankings are. The use of these
metrics allowed us to output a score after comparing two lists and the results
will be provided in the next section.

4.5 Results

As described in the previous sections, we have carried out several experiments
to produce different rankings of the features. We compared our rankings to the
gold standard and the results of this comparison can be found in Table 2. For
the evaluation, we used both the full gold standard and only the first 20 items in
the gold standard. The justification for the second list is that it is highly unlikely



Method Full list Top 20 items

τ ρ τ ρ

Baseline1 -0.084 -0.155 0.017 0.019

Baseline2 0.009 0.010 0.146 0.177

Frequency from reviews exact match 0.220 0.326 0.187 0.252

Frequency from reviews fuzzy match 0.116 0.164 0.209 0.292

Frequency from reviews values match 0.245 0.357 0.470 0.612

Frequency from opinionated sentences exact match 0.218 0.326 0.241 0.357

Frequency from opinionated sentences fuzzy match 0.165 0.245 0.209 0.317

Frequency from opinionated sentences values match 0.241 0.346 0.513 0.647

Weighted frequency with exact match 0.159 0.235 0.166 0.211

Weighted frequency with fuzzy match 0.207 0.298 0.230 0.332

Weighted frequency with values match 0.051 0.083 0.123 0.160

Frequency from negative sentences with exact match -0.051 -0.078 0.016 0.008

Frequency from negative sentences with fuzzy match -0.115 -0.172 -0.026 -0.056

Frequency from negative sentences with values match -0.024 -0.045 -0.053 0.134

Frequency from positive sentences with exact match 0.011 0.018 0.123 0.130

Frequency from positive sentences with fuzzy match 0.175 0.253 0.155 0.222

Frequency from positive sentences with value match 0.125 0.197 0.021 0.000
Table 2. The evaluation results

that a customer will be willing to be asked about more than 20 features before
they reach a decision.2

In Table 2 the rows Baseline1 and Baseline2 correspond to the two baselines
introduced in Section 4.3. As can be seen, the results obtained with the two
baselines are among the lowest indicating that using a corpus such as Wikipedia
articles is not useful. The three rows with labels starting with Frequency from
reviews contain the results obtained using just frequency of features in the
reviews, but employing different feature matching method. The remainder of
the rows contain the results of the methods that use the opinion classifier and
different feature matching methods.

4.6 Error analysis

Analysis of the results reveals that the best performing methods are the ones
using either the frequency of the features in the full corpus of reviews or the
frequency of features only in the opinionated sentences. In both cases, the values
of the features are used for matching. These results hold both for the full gold
standard and when only the top 20 items are considered. The rest of the results
are considerably lower, especially when only the top 20 items are considered.
Strangely enough, the method which gives a weight of 0.5 to features that appear
in sentences that do not have a polarity, and which is somehow between the two

2 In reality, we hope that by using the ranking methods presented in this paper and the
interactive question answering system that we are currently developing, the number
of questions will be much lower.



best performing methods in terms of how features are scored, performs rather
poorly regardless of the matching method used. The same happens if we use
only the positive or negative sentences.

The experiments carried out in this paper revealed several problems to be
addressed in order to get better results. One of the first issues we had to address
when implementing the matching algorithm was the possibility to refer to the
same feature in several different ways. For example the feature operating system
can be referred to using “Operating System”, “operatingsystem” or “os”. Even
though we used WordNet and manually compiled lists, it is unlikely that we
managed to cover all the possible ways people use to refer to a feature. For this
reason, the fuzzy matching method is not always very precise. Related to this
problem is the fact that the list of values of a feature is likely to grow over time.
Unless these values are listed in Wikipedia and our matching algorithm gets
updated there is no way to capture the mention of a corresponding feature in a
review.

Another problem with the approach described in this paper is related to
the ambiguity of the features. For example, the features “standby time” and
“usage time” have very similar meaning. This situation becomes even more
problematic when the features are considered out of the context, as in the case
of the experiment carried out to produce the gold standard. In light of this, word
sense disambiguation-like methods could be considered to find out whether two
similar expressions refer to the same feature on the basis of their context.

Another problem related to matching of features is with pairs such as
“camera” and “video camera”. When using only strict matching, it is difficult
to decide whether the users just described a photo camera or whether they are
referring to a photo-video camera. This problem becomes more serious when both
forms are used in the text and “camera” is coreferential with “video camera”.
The only way to address this problem is to employ a coreference resolver.

The use of WordNet to obtain synonyms introduced a fair amount of errors as
well. For example, for the feature “carrier” some of the synonyms are “postman”,
“carrier wave”, “mailman” and “attack aircraft carrier” which are completely
unrelated to the features of mobile phones. This is due to the fact that the
word used to refer to this feature is far too general and therefore ambiguous. At
the other extreme are the features such as “hardware platform” which are too
specific and do not appear in WordNet. For this reason, it will be necessary to
produce a better list of synonyms for the features.

5 Conclusions and Future Work

This paper addressed the problem of feature ranking for interactive question
answering systems which help customers to choose the right product for them.
Two baselines and several ranking methods were evaluated against a gold
standard collected from users. The Kendall rank correlation and the Spearman’s
rank correlation coefficients were applied in order to provide an objective
evaluation of the ranking methods applied. An experiment showed that two of



the ranking methods proposed perform far better than any other methods. The
evaluation also confirmed the fact that using a corpus of reviews is beneficial for
feature ranking. The results were further improved by using only the opinionated
sentences for scoring features.

Error analysis revealed that a large number of the problems we experience are
due to the fact that features can be expressed in text using different expressions.
For this reasons more refined methods for identifying occurrences of the features
in a text should be explored, including the use of coreference resolution. The
weighting method currently used relies on frequency, however other methods for
counting features should be investigated as well.

Finally, the motivation for this research is to optimise the dialogue between
a user and an IQA system for selecting mobile phones. In light to this, the best
way to prove the usefulness of the ranking methods is to carry out an extrinsic
evaluation. This type of evaluation will be considered in the future.
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